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#### Abstract

We study the propagation of an electromagnetic wave with a high intensity in a ferromagnetic medium, in a way analogous to the mathematical theory of nonlinear geometric optics. We find that the evolution of the modulation of a quasi-monochromatic plane wave is described by a nonlinear transport equation. In the simplest case, we retrieve a result described by other models: the main nonlinear effect is a phase modulation proportional to both the time and the square of the amplitude of the wave.

But the most interesting feature is that the rapidly oscillating wave generates slowly varying waves that belong to soliton propagation modes, and that the latter react on the former by a phase factor. Two regimes occur, depending whether the slowly varying waves travel slower or faster than the modulation of the rapidly oscillating wave. An analogue to the boom of a supersonic airplane can thus be observed in the phase modulation of the incident wave.


## 1. Introduction

Various studies have already been devoted to the nonlinear modulation of a quasimonochromatic electromagnetic wave in a ferromagnetic medium [1-3]. These theoretical studies, that have been confirmed experimentally [4-6], are all developed in the framework of a weakly nonlinear approximation that leads to an asymptotic model governed by the nonlinear Schrödinger (NLS) equation, or by a perturbed version of it. This model is obtained by use of a multiscale expansion method [7,8]. It is well known that the result of such an expansion depends on the chosen scales. Physically, the question is: what does a 'weak' nonlinearity mean? The present work studies a case where the nonlinearity is weak, but not so weak as in the quoted papers.

The multiscale expansion scheme that leads to the NLS equation consists of three main steps: the first is the dispersion relation, the second a transport equation, the third the nonlinear evolution equation (the NLS equation in most cases). In all the mentioned cases, the transport equation is linear, and expresses only the fact that the wave envelope propagates at the group velocity, without deformation at this order of the perturbation scheme.

Recent mathematical works have emphasized nonlinear transport equations, defining the so-called nonlinear geometrical optics approximation. Such equations were derived formally in [9] from a general nonlinear PDE. A general mathematical theory and a proof of the convergence of the asymptotic model have been developed in [10]. A mathematical study of a model describing the propagation of an intense laser pulse in a nonlinear medium [11], investigated both a nonlinear Schrödinger model and a nonlinear transport equation. The latter was obtained for sources at a higher power level than the former.

Precisely, in the physical frame studied in [11], we have the following features: let us call $\varepsilon$ the perturbative parameter of the multiscale expansion. It represents the ratio of a
length typical of the wave modulation to the wavelength. Then the nonlinear Schrödinger model is obtained when the electric field of the wave has an order of magnitude of $\varepsilon$ times an electric field characteristic of the medium. The nonlinear transport equation of the nonlinear geometrical optics approximation is obtained when the ratio between these two fields is close to $\sqrt{\varepsilon}$.

Following these ideas, we investigate in this paper the nonlinear modulation of a quasimonochromatic wave in a saturated ferromagnetic dielectric, with a wave-field intensity much larger than that considered in previous works [1-3]. A nonlinear transport equation, which describes a nonlinear geometrical optics regime is derived. As in [11], the equation can be explicitly solved. We can thus study some physical properties of the wave; only the phase is affected. In the simple case of a plane wave, propagating along the direction of the external field, the modulation of the phase is proportional to the square of the amplitude of the wave. The same model also describes the interaction between the quasi-monochromatic wave and slowly varying solitary waves. The fact that these latter waves can propagate in such a medium is already known. This interaction only occurs if the wave is modulated in the transverse direction.

The system that describes the interaction is derived in section 2 , and reduced in order to make the structure of the solitary wave and of the interaction apparent in section 3. It may have two behaviours, depending on whether the rapidly oscillating wave travels slower or faster (group velocity) than the solitary waves. The discussion is achieved in section 4 in the particular case where the propagation is parallel to the external magnetic field. We give the solution of the interaction system for arbitrary initial data, and a physical interpretation for some special cases. It is found that the phase modulation of the wave that we study in section 5 may present a singularity analogous to the boom of a supersonic airplane for sound waves.

## 2. The model and the multiscale expansion

As in our previous papers [2,3], we use a classical model $[1,12,13]$ that describes electromagnetic wave propagation in an isotropic, infinite ferromagnetic medium, with a linear behaviour with regard to the electric field. This model neglects inhomogeneous exchange interaction and damping. For lower wave intensities, in the linear framework, many properties of the wave propagation can be described without taking into account these effects [12,14]. The inhomogeneous exchange term is important mainly when the wavelength is no longer very large in regard to the interatomic distances or in thin films [15]. We consider here typically microwaves frequencies, for which it can be a priori neglected. The present author has studied the influence of damping on the nonlinear modulation that is described by the NLS model, still in a ferromagnetic medium [16]. We show that the inhomogeneous exchange interaction, as soon as it can be treated as a perturbation, has no effect on the nonlinear modulation, at the scales where the formation of NLS solitons occurs. The appearance of a nonlinear effect of the inhomogeneous exchange for higher intensities seems unlikely. However, interactions between the microwave frequency under consideration and spin waves might occur. The effect of such interactions on the ferromagnetic resonance absorption is studied in [17]. This kind of treatment cannot be incorporated in the frame of this paper. Fortunately, these effects can be avoided experimentally [4].

Under these assumptions, the magnetization density $\boldsymbol{M}$ and the magnetic field $\boldsymbol{H}$ must
satisfy the equations:

$$
\begin{align*}
& -\nabla(\boldsymbol{\nabla} \cdot \boldsymbol{H})+\Delta \boldsymbol{H}=\frac{1}{c^{2}} \partial_{t}^{2}(\boldsymbol{H}+\boldsymbol{M})  \tag{1}\\
& \partial_{t} \boldsymbol{M}=-\mu_{0} \hat{\delta} \boldsymbol{M} \wedge \boldsymbol{H} \tag{2}
\end{align*}
$$

where $c=1 / \sqrt{\hat{\varepsilon} \mu_{0}}$ is the speed of light based on the dielectric constant $\hat{\varepsilon}$ of the medium, $\mu_{0}$ the magnetic permeability in vacuum and $\hat{\delta}$ the gyromagnetic ratio ( $\partial_{t} u$ denotes the partial derivative of the function $u$ with respect to the variable $t$ ). We first rescale $t, \boldsymbol{H}$, $\boldsymbol{M}$ into $c t,\left(\hat{\delta} \mu_{0} / c\right) \boldsymbol{H},\left(\hat{\delta} \mu_{0} / c\right) \boldsymbol{M}$, and write the system (1), (2) in the form:

$$
\begin{align*}
& -\nabla(\nabla \cdot \boldsymbol{H})+\Delta \boldsymbol{H}=\partial_{t}^{2}(\boldsymbol{H}+\boldsymbol{M})  \tag{3}\\
& \partial_{t} \boldsymbol{M}=-\boldsymbol{M} \wedge \boldsymbol{H} \tag{4}
\end{align*}
$$

Now we introduce a multiscale expansion corresponding to the following assumptions:
(i) The medium is magnetized to saturation by an external magnetic field.
(ii) A quasi-monochromatic wave propagates along the $x$-axis with a slowly varying envelope.
(iii) The amplitude of this wave is small in regard to the exterior field, but large compared to the amplitude of the wave studied in [3].

Thus $\boldsymbol{M}$ is first expanded in a series of harmonics of the fundamental $\mathrm{e}^{\mathrm{i} \phi}$, with

$$
\begin{align*}
& \phi=k x-\omega t  \tag{5}\\
& \boldsymbol{M}=\sum_{n \in \mathbb{Z}} \boldsymbol{M}^{n} \mathrm{e}^{\mathrm{i} n \phi} \tag{6}
\end{align*}
$$

and we have the reality condition $\boldsymbol{M}^{n *}=\boldsymbol{M}^{-n}$ (asterisk denotes complex conjugation). Then each amplitude $\boldsymbol{M}^{n}$ is expanded in a power series of a small parameter $\varepsilon$, that measures the ratio between the saturation magnetization and the amplitude of the wave:

$$
\begin{equation*}
\boldsymbol{M}^{n}=\boldsymbol{M}_{1}^{n}+\varepsilon \boldsymbol{M}_{0}^{n}+\varepsilon^{2} \boldsymbol{M}_{2}^{n}+\cdots \tag{7}
\end{equation*}
$$

$\boldsymbol{H}$ is expanded in the same way as $\boldsymbol{M}$, and each $\boldsymbol{M}_{k}^{n}, \boldsymbol{H}_{k}^{n}$ is assumed to be a function of the slow variables $\boldsymbol{\xi}=(\xi, \eta, \zeta)$ and $\tau$ defined by

$$
\begin{align*}
& \partial_{t}=\varepsilon^{2} \partial_{\tau}  \tag{8}\\
& \nabla_{x}=\varepsilon^{2} \nabla_{\xi} \tag{9}
\end{align*}
$$

The term of order zero is assumed to be uniform and constant, and represents the field created inside the sample by the external field. We will call it the exterior field, although demagnetizing factors should be taken into account. It reads:

$$
\begin{equation*}
M_{0}^{0}=\boldsymbol{m} \quad \boldsymbol{H}_{0}^{0}=\alpha \boldsymbol{m} \tag{10}
\end{equation*}
$$

The $y$ - and $z$-axes are chosen so that

$$
\boldsymbol{m}=\left(\begin{array}{c}
m_{x}  \tag{11}\\
m_{t} \\
0
\end{array}\right)=\left(\begin{array}{c}
m \cos \varphi \\
m \sin \varphi \\
0
\end{array}\right) .
$$

The particular case $\varphi=0$, where the propagation direction is parallel to the exterior field, is much simpler than the general case. Most quantities can be computed explicitly. We will take advantage of this feature for going further in the discussion, in this particular case. It will be referred to as the longitudinal case thereafter.

Among the terms of order $\varepsilon$, only the coefficients $\boldsymbol{M}_{1}^{1}$ and $\boldsymbol{H}_{1}^{1}$ of the fundamental (and their complex conjugate) will be non-zero, corresponding to a quasi-monochromatic wave.

All other terms are assumed to vanish at infinity. Thus, the parameter $\varepsilon$ is such that the typical length $L$ of the studied phenomenon has an order of magnitude of $1 / \varepsilon^{2}$ times the wavelength $\lambda$. The ratio of the amplitude of the wave divided by the magnitude of the exterior field is proportional to $\varepsilon=\sqrt{\lambda / L}$, instead of $\lambda / L$ in the case studied in [1,3].

The order-by-order resolution of the perturbative scheme is described in appendix 1. The terms of order $\varepsilon^{1}$ of the fundamental are given by

$$
\begin{align*}
& \boldsymbol{H}_{1}^{1}=\boldsymbol{h}_{1}^{1} g(\boldsymbol{\xi}, \tau)  \tag{12}\\
& \boldsymbol{M}_{1}^{1}=\boldsymbol{m}_{1}^{1} g(\boldsymbol{\xi}, \tau) \tag{13}
\end{align*}
$$

$g$ is an arbitrary function of the stretched variables $(\boldsymbol{\xi}, \tau)$ defined by (8), (9), and $\boldsymbol{h}_{1}^{1}$ and $\boldsymbol{m}_{1}^{1}$ are constant polarization vectors, given in appendix 1 (equations (94) and (95)). We find also that $\omega$ and $k$ must satisfy the dispersion relation (studied in [13, 3]):

$$
\begin{equation*}
\mu^{2} m_{x}^{2}+\gamma \mu(1+\alpha) m_{t}^{2}=\gamma^{2} \omega^{2} \tag{14}
\end{equation*}
$$

where we have put

$$
\begin{equation*}
\gamma=1-\frac{k^{2}}{\omega^{2}} \quad \text { and } \mu=1+\alpha \gamma \tag{15}
\end{equation*}
$$

The solvability condition of equation (4) at order $\varepsilon^{3}$ gives the following equation:

$$
\begin{equation*}
\mathrm{i} A \partial_{\tau} g+\mathrm{i} \mathcal{D} g+B_{0} g|g|^{2}+F\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right) g=0 \tag{16}
\end{equation*}
$$

$A$ and $B_{0}$ are real constants, $\mathcal{D} g$ is a first-order spatial partial derivative of $g$, and $F\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right)$ is a linear function of the fields $\boldsymbol{H}_{2}^{0}$ and $\boldsymbol{M}_{2}^{0}$ (equations (111) to (114)). Equation (16) is a nonlinear transport equation for the amplitude $g$. It contains the selfinteraction term $B_{0} g|g|^{2}$, but also the term $F\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right) g$. This latter term corresponds to an interaction between the rapid oscillating wave and the long solitary waves, which can be described by the quantities $\boldsymbol{H}_{2}^{0}$ and $\boldsymbol{M}_{2}^{0}$. The main difficulty of the present work is to describe these solitary waves correctly.

In order to find their evolution equations (the equations that relate the fields $\boldsymbol{M}_{2}^{0}$ to $\boldsymbol{H}_{2}^{0}$ ), we consider the conditions deduced from equations (3). They are trivial at order $\varepsilon^{2}$, thus the sought equations are found at order $\varepsilon^{6}$. They are:

$$
\begin{equation*}
\partial_{\tau}^{2}\left(H_{2}^{0, x}+M_{2}^{0, x}\right)=-\partial_{\xi}\left(\partial_{\eta} H_{2}^{0, y}+\partial_{\zeta} H_{2}^{0, z}\right)+\left(\partial_{\eta}^{2}+\partial_{\zeta}^{2}\right) H_{2}^{0, x} \tag{17}
\end{equation*}
$$

and the relations deduced from (17) by circular permutation of the axes $(x, y, z)$. We use the notation:

$$
\begin{align*}
& H_{2}^{0, x}=\Phi \\
& H_{2}^{0, y}=\Psi \\
& H_{2}^{0, z}=\Xi \tag{18}
\end{align*}
$$

and, solving the perturbative scheme up to order $\varepsilon^{4}$, we find conditions that enable us to eliminate the field $\boldsymbol{M}_{2}^{0}$ from expression (114) of $\boldsymbol{F}\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right)$ in equation (16), and from equations (17). Finally we get the system:

$$
\begin{align*}
& \mathrm{i} A \partial_{\tau} g+\mathrm{i} \mathcal{D} g+B g|g|^{2}+C g \Phi+D g \Psi+E g \int_{-\infty}^{\tau} \mathcal{D}|g|^{2}=0  \tag{19}\\
& \left(\begin{array}{c}
\left.\partial_{\eta}^{2}+\partial_{\zeta}^{2}-\frac{\alpha+\sin ^{2} \varphi}{\alpha} \partial_{\tau}^{2}\right) \Phi=\frac{-\sin \varphi \cos \varphi}{\alpha} \partial_{\tau}^{2} \Psi+\partial_{\xi}\left(\partial_{\eta} \Psi+\partial_{\zeta} \Xi\right)+a \partial_{\tau}^{2}|g|^{2} \\
\quad+\frac{\gamma m_{t}}{m^{2}} \partial_{\tau} \mathcal{D}|g|^{2}
\end{array}\right.
\end{align*}
$$

$$
\begin{align*}
& \left(\partial_{\xi}^{2}+\partial_{\zeta}^{2}-\frac{\alpha+\cos ^{2} \varphi}{\alpha} \partial_{\tau}^{2}\right) \Psi=\frac{-\sin \varphi \cos \varphi}{\alpha} \partial_{\tau}^{2} \Phi+\partial_{\eta}\left(\partial_{\xi} \Phi+\partial_{\zeta} \Xi\right)+b \partial_{\tau}^{2}|g|^{2} \\
& +\frac{\gamma m_{t}}{m^{2}} \partial_{\tau} \mathcal{D}|g|^{2}  \tag{21}\\
& \left(\partial_{\xi}^{2}+\partial_{\eta}^{2}-\frac{\alpha+1}{\alpha} \partial_{\tau}^{2}\right) \Xi=\partial_{\zeta}\left(\partial_{\xi} \Phi+\partial_{\eta} \Psi\right) \tag{22}
\end{align*}
$$

(the constants are given in appendix 1). We have put the nonlinear transport equation (16) for $g$ into the more convenient form (19). Equations (20)-(22) describe the evolution of long solitary waves in the medium, supported by the quantity $\boldsymbol{H}_{0}^{2}=(\Phi, \Psi, \Xi)$, and the generation of such waves by the rapidly oscillating wave with amplitude $|g|$. In the next section, we will reduce these equations, to make the various interacting modes appear.

## 3. The solution of the interaction system

Equation (19) can be solved by separating the phase and the amplitude of $g$ (see appendix 2). The solution reads:

$$
\begin{equation*}
g=r \mathrm{e}^{\mathrm{i} \theta} \tag{23}
\end{equation*}
$$

where $r$ and $\theta$ are given by

$$
\begin{align*}
& r=r\left(\boldsymbol{\xi}^{\prime}\right)=r\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}\right)  \tag{24}\\
& \theta\left(\boldsymbol{\xi}^{\prime}, \tau^{\prime}\right)=\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}+\frac{C}{A} \int_{\tau_{1}}^{\tau^{\prime}} \Phi\left(\boldsymbol{\xi}^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau}+\frac{D}{A} \int_{\tau_{2}}^{\tau^{\prime}} \Psi\left(\boldsymbol{\xi}^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau} \tag{25}
\end{align*}
$$

(The 'integration constants' $\tau_{1}$ and $\tau_{2}$ are a priori arbitrary functions of $\boldsymbol{\xi}^{\prime}$, and $\Lambda=$ $B / A-E$.) We use the change of variables:

$$
\begin{align*}
& \xi^{\prime}=\xi-v_{\xi} \tau \\
& \eta^{\prime}=\eta-v_{\eta} \tau \\
& \zeta^{\prime}=\zeta \\
& \tau^{\prime}=\tau \tag{26}
\end{align*}
$$

with

$$
\begin{align*}
v_{\xi} & =\frac{(b+1) u}{b+1+\gamma \mu u^{2}}  \tag{27}\\
v_{\eta} & =\frac{\gamma \mu^{2} m_{x} m_{t} u}{\Gamma\left(b+1+\gamma \mu u^{2}\right)} . \tag{28}
\end{align*}
$$

We have put

$$
\begin{equation*}
u=\frac{\omega}{k} \quad \Gamma=\gamma^{2} \omega^{2} \quad b=\frac{\mu^{2} m_{x}^{2}}{\gamma^{2} \omega^{2}} \tag{29}
\end{equation*}
$$

Thus $r$ is a constant in the frame moving at the velocity $\left(v_{\xi}, v_{\eta}, 0\right)$.
Differentiating the dispersion relation (14), we can compute the group velocity $\mathrm{d} \omega / \mathrm{d} k$ of the wave, in the $x$ direction. We find that

$$
\begin{equation*}
\frac{\mathrm{d} \omega}{\mathrm{~d} k}=v_{\xi} \tag{30}
\end{equation*}
$$

In the same way, we can compute the dispersion relation for the phase $\tilde{\phi}=(k x+l y+p z-$ $\omega t$ ), with an arbitrary propagation direction. Differentiating, then setting $l$ and $m$ equal to zero, we find that

$$
\begin{equation*}
\left.\frac{\partial \omega}{\partial l}\right|_{l=0, p=0}=v_{\eta} \quad \text { and }\left.\quad \frac{\partial \omega}{\partial p}\right|_{l=0, p=0}=0 \tag{31}
\end{equation*}
$$

Thus the group velocity of the wave under consideration has a non-zero transverse component $v_{\eta}$, in the $y$ direction. Because of the external field, the medium is no longer isotropic; that is why the group velocity is not parallel to the phase velocity. The amplitude propagates at the group velocity, without any deformation due to nonlinearity. As in [11], the nonlinearity affects only the phase $\theta$.

Let us consider equation (25). A phase shift proportional to both the intensity $r^{2}\left(\boldsymbol{\xi}^{\prime}\right)$ of the wave and the time $\tau^{\prime}$ appears, as in [11].

This is a well-known effect, that is also described by the NLS model. In [3], we obtained the equation:

$$
\begin{equation*}
\mathrm{i} A_{0} \partial_{\tau} g+B_{0} \partial_{\xi}^{2} g+C_{0} g|g|^{2}+D_{0} \lambda g=0 \tag{32}
\end{equation*}
$$

with:

$$
\begin{equation*}
\lambda=\lim _{\xi \rightarrow-\infty}|g|^{2} \tag{33}
\end{equation*}
$$

Equation (32) describes the same quantity $g$ as in the present paper, but, as we have already noted, with other space, time and amplitude scales. Its solution reads:

$$
\begin{equation*}
g(\xi, \tau)=\psi(\xi, \tau) \exp \left(\mathrm{i} \frac{D_{0}}{A_{0}} \lambda \tau\right) \tag{34}
\end{equation*}
$$

where $\psi$ is a solution of the NLS equation obtained by setting $D_{0}=0$ in equation (32). The phase factor $\left(D_{0} / A_{0}\right) \lambda \tau$ in equation (34) is analogous to the factor $\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}$ in equation (25). The quantity $r^{2}\left(\boldsymbol{\xi}^{\prime}\right)$, which appears in equation (25), is the square amplitude at the considered point, while $\lambda$, which appears in equation (32), is the same quantity at the infinity of space. This difference is justified by the scalings. Indeed, if we call $\varepsilon$ the ratio of the amplitude of the wave to the external field in both the NLS model and the present one, equation (32) is obtained at a space scale of order $1 / \varepsilon$, and equation (25) at a space scale of order $1 / \varepsilon^{2}$, which is infinity in comparison with the former. In fact, the phase factor $\left(D_{0} / A_{0}\right) \lambda \tau$ does not coincide exactly with the factor $\Lambda r^{2}\left(\xi^{\prime}\right) \tau^{\prime}$, but rather, at least in the longitudinal case, with the term $\Lambda_{1} r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}$ of equations (82) and (83). Such a phase factor has been computed in another way in our study of the nonlinear Faraday effect in the same medium [18]. In the longitudinal case, the present factor coincides with the phase factor proportional to $\rho_{1}^{2}$ in equations (29ab) of [18] (we take the limit of $\Lambda$ as $\omega \rightarrow+\infty$, and take into account the fact that $g_{1,2}=m_{x} g$, according to equation (27a) of [18]).

The unexpected feature in expression (25) of the modulation of the wave is the other phase factors that describe an action of the terms $\Phi$ and $\Psi$ on the phase. Such an interaction does not appear in the usual nonlinear geometrical optics [11]. The difference is partly due to the fact that we do not use exactly the same expansion as it was used there (note that this implies that the mathematical result of [10] does not apply to our work). We think that the present expansion should not lead to a closed system in the case of the laser propagation model studied in [11], and thus that no interaction analogous to the present one should appear there.

We will see that the quantities $\Phi$ and $\Psi$ can describe long solitary waves. The equations that give their evolution are reduced first by use of a rotation around the $z$ (or $\zeta$ ) axis. We
use the coordinates $(X, Y)$ such that the $X$-axis lines up with the exterior field. $\left(\Phi_{1}, \Phi_{2}, \Xi\right)$ are the components of the field $\boldsymbol{H}_{2}^{0}$ in the rotated frame. Second the system is decoupled into three equations by using the following transform:

$$
\begin{align*}
& \Psi_{1}=\partial_{Y} \Phi_{2}+\partial_{\zeta} \Xi \\
& \Psi_{2}=\partial_{\zeta} \Phi_{2}-\partial_{Y} \Xi \tag{35}
\end{align*}
$$

$\Phi_{2}$ and $\Xi$ can be recovered from $\Psi_{1}$ and $\Psi_{2}$ by solving the Poisson equations:

$$
\begin{align*}
& \left(\partial_{Y}^{2}+\partial_{\zeta}^{2}\right) \Phi_{2}=\partial_{Y} \Psi_{1}+\partial_{\zeta} \Psi_{2} \\
& \left(\partial_{Y}^{2}+\partial_{\zeta}^{2}\right) \Xi=\partial_{\zeta} \Psi_{1}-\partial_{Y} \Psi_{2} \tag{36}
\end{align*}
$$

( $\Phi_{2}$ and $\Xi$ are assumed to vanish at infinity.) The equations that govern the evolution of $\Psi_{1}, \Psi_{2}, \Phi_{1}$ are linear, and the fields can thus be written as the sum of terms corresponding to 'free waves' and terms describing a wave that accompanies the modulation of the high frequency. We introduce functions $\chi_{1}$ and $\chi_{2}$ (defined by equations (150) and (151) in appendix 2 ). They verify the equations:

$$
\begin{align*}
& \left(V_{0}^{2} \partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \chi_{1}=0  \tag{37}\\
& \left(V_{0}^{2}\left(\partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}\right)-\partial_{\tau}^{2}\right) \chi_{2}=0 \tag{38}
\end{align*}
$$

We have put

$$
\begin{equation*}
V_{0}=\sqrt{\frac{\alpha}{1+\alpha}} \tag{39}
\end{equation*}
$$

Equation (38) corresponds to a wave propagation at velocity $V_{0}$. It is well known that $V_{0}$ is a propagation velocity for solitary waves in this medium [19, 20]. Equation (37) also corresponds to a wave propagation, but with an anisotropic velocity. The velocity is 1 (in our units, it is the light velocity based on the dielectric constant of the medium) in the $Y$ and $\zeta$ directions, and $V_{0}$ along the $X$ direction, which is the direction of the exterior field.

Now we can give an explicit expression for the part of the field $\boldsymbol{H}_{2}^{0}$ that corresponds to this homogeneous solution. In the $(X, Y, \zeta)$ frame:

$$
\boldsymbol{H}_{2}^{0}=\left(\begin{array}{c}
0  \tag{40}\\
\partial_{\zeta} \\
-\partial_{Y}
\end{array}\right) \chi_{2}+\left(\begin{array}{c}
\partial_{Y}^{2}+\partial_{\zeta}^{2} \\
-V_{0}^{2} \partial_{X} \partial_{Y} \\
-V_{0}^{2} \partial_{X} \partial_{\zeta}
\end{array}\right) \chi_{1}+\boldsymbol{H}_{2}^{0,+}
$$

Here $\boldsymbol{H}_{2}^{0,+}$ is a particular solution $\left(\Phi^{+}, \Psi^{+}, \Xi^{+}\right)$of the complete system (with a non-zero value of $r$ ). In an analogous way, we obtain

$$
\boldsymbol{M}_{2}^{0}=\frac{1}{\alpha}\left(\begin{array}{c}
0  \tag{41}\\
\partial_{\zeta} \\
-\partial_{Y}
\end{array}\right) \chi_{2}-\frac{1}{1+\alpha}\left(\begin{array}{c}
0 \\
\partial_{Y} \\
\partial_{\zeta}
\end{array}\right) \partial_{X} \chi_{1}+\boldsymbol{M}_{2}^{0,+}
$$

$\boldsymbol{M}_{2}^{0,+}$ is obviously the particular solution of the complete system that corresponds to $\boldsymbol{H}_{2}^{0,+}$. Let us now seek solutions to equations (37), (38) in the form:

$$
\begin{equation*}
\chi_{j}(X, Y, \zeta, \tau)=\chi_{j}^{0}\left(X \cos \varphi_{0}+Y \sin \varphi_{0}-V_{j} \tau\right) \tag{42}
\end{equation*}
$$

Such a solution describes a plane wave propagating in the direction that makes an angle $\varphi_{0}$ with the $X$-axis in the $(X Y)$ plane.

For $\chi_{1}$, we find that

$$
\begin{equation*}
V_{1}=\sqrt{\frac{\alpha+\sin ^{2} \varphi_{0}}{1+\alpha}} \tag{43}
\end{equation*}
$$

and the corresponding component of $\boldsymbol{H}_{2}^{0}$ reads:

$$
\boldsymbol{H}_{2,\left(\chi_{1}\right)}^{0}=\left(\begin{array}{c}
(1+\alpha) \sin \varphi_{0}  \tag{44}\\
-\alpha \cos \varphi_{0} \\
0
\end{array}\right) \frac{\sin \varphi_{0}}{1+\alpha} \chi_{1}^{0^{\prime \prime}}\left(X \cos \varphi_{0}+Y \sin \varphi_{0}-V_{1} \tau\right)
$$

$\boldsymbol{H}_{2,\left(\chi_{1}\right)}^{0}$ stays in the plane defined by the external field and the propagation direction; for very large values of $\alpha$, it is transverse to the propagation direction. For $\chi_{2}$, we find that $V_{2}=V_{0}$, and the corresponding component of $\boldsymbol{H}_{2}^{0}$ reads:

$$
\boldsymbol{H}_{2,\left(\chi_{2}\right)}^{0}=\left(\begin{array}{c}
0  \tag{45}\\
0 \\
-\sin \varphi_{0}
\end{array}\right) \chi_{2}^{0^{\prime}}\left(X \cos \varphi_{0}+Y \sin \varphi_{0}-V_{0} \tau\right)
$$

$\boldsymbol{H}_{2,\left(x_{2}\right)}^{0}$ is perpendicular to both the external field and the propagation direction. Recalling that $\boldsymbol{H}_{2}^{0}$ is a quantity of order $\varepsilon^{2}$, it may be considered to be an infinitesimal variation of the field $\boldsymbol{H}_{0}^{0}$ in a precession move of this vector around the propagation direction. All these features allow us to recognize two propagation modes of long solitary waves, whose nonlinear behaviour has been studied in [19] and [20]. $\chi_{1}$ corresponds to what is called in [20] the KdV mode, and $\chi_{2}$ to Nakata's mode.

Let us now deal with the particular solution of the complete equations. In the frame moving at the group velocity ( $v_{\xi}, v_{\eta}, 0$ ), the square amplitude $r^{2}$ of the wave depends only on the spatial coordinates $\boldsymbol{\xi}^{\prime}=\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}\right)$. Thus we search a particular solution $\Phi_{1}^{+}$of the equation that governs the evolution of $\Phi_{1}$ (appendix 2, equation (146)), function of the variable $\boldsymbol{\xi}^{\prime}$ only. $\Phi_{1}^{+}$must verify:

$$
\begin{equation*}
\left[\left(V_{0}^{2}-v_{X}^{2}\right) \partial_{X}^{2}-2 v_{X} v_{Y} \partial_{X} \partial_{Y}+\left(1-v_{Y}^{2}\right) \partial_{Y}^{2}+\partial_{\zeta}^{2}\right] \Phi_{1}^{+}=\mathcal{R} \tag{46}
\end{equation*}
$$

$\mathcal{R}$ is some functional of $r^{2}$, given in appendix 2 (equation (158)), and ( $v_{X}, v_{Y}$ ) are the components of the group velocity in the $(X, Y)$ frame. In order to reduce equation (46), let us consider the trinome $\mathcal{P}(U)=\left(V_{0}^{2}-v_{X}^{2}\right) U^{2}-2 v_{X} v_{Y} U+\left(1-v_{Y}^{2}\right) . \mathcal{P}(U)$ is the difference of two squares when the reduced discriminant

$$
\begin{equation*}
\Delta^{\prime}=v_{X}^{2}-V_{0}^{2}+V_{0}^{2} v_{Y}^{2} \tag{47}
\end{equation*}
$$

is positive. When $\Delta^{\prime}$ is negative, $\mathcal{P}(U)$ is the sum of two squares, affected by the sign of the quantity $\left(V_{0}^{2}-v_{X}^{2}\right)$. But if $\Delta^{\prime}<0$, then $\left(V_{0}^{2}-v_{X}^{2}\right)>0$. Thus only two cases may occur:

If $\Delta^{\prime}<0$, then equation (46) can be reduced, by means of a linear change of coordinates $(X, Y) \mapsto\left(X_{1}, X_{2}\right)$, to the Poisson equation:

$$
\begin{equation*}
\left(\partial_{\zeta}^{2}+\partial_{X_{1}}^{2}+\partial_{X_{2}}^{2}\right) \Phi_{1}^{+}=\mathcal{R} \tag{48}
\end{equation*}
$$

If $\Delta^{\prime}>0$, then equation (46) can be reduced, in the same manner, to the wave equation:

$$
\begin{equation*}
\left(\partial_{\zeta}^{2}+\partial_{X_{1}}^{2}-\partial_{X_{2}}^{2}\right) \Phi_{1}^{+}=\mathcal{R} . \tag{49}
\end{equation*}
$$

In the longitudinal case, $v_{X}=v$ and $v_{Y}=0$, thus

$$
\begin{equation*}
\Delta^{\prime}=v^{2}-V_{0}^{2} \tag{50}
\end{equation*}
$$

and the condition on the sign of $\Delta^{\prime}$ is easy to interpret (see below). In the general case, this condition $\left(v>V_{0}\right.$ or $\left.v<V_{0}\right)$ is distorted by the existence of the transverse component of the group velocity $v_{Y}$. Unfortunately, the explicit expression of $\Delta^{\prime}$ is very complicated and the discussion cannot be achieved algebraically in the general case.

## 4. The longitudinal case

We study in this section the special case where the exterior field is parallel to the propagation direction. Equations (19)-(22) reduce to

$$
\begin{align*}
& \mathrm{i} A \partial_{\tau} g+\mathrm{i} K \partial_{\xi} g+B g|g|^{2}+C g \Phi+E K g \int_{-\infty}^{\tau} \partial_{\xi}|g|^{2}=0  \tag{51}\\
& \left(\partial_{\eta}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \Phi=\partial_{\xi}\left(\partial_{\eta} \Psi+\partial_{\zeta} \Xi\right)+a \partial_{\tau}^{2}|g|^{2}-\frac{K}{m(\alpha+\delta v)} \partial_{\tau} \partial_{\xi}|g|^{2}  \tag{52}\\
& \left(\partial_{\xi}^{2}+\partial_{\zeta}^{2}-\frac{1}{V_{0}^{2}} \partial_{\tau}^{2}\right) \Psi=\partial_{\eta}\left(\partial_{\xi} \phi+\partial_{\zeta} \Xi\right)  \tag{53}\\
& \left(\partial_{\xi}^{2}+\partial_{\eta}^{2}-\frac{1}{V_{0}^{2}} \partial_{\tau}^{2}\right) \Xi=\partial_{\zeta}\left(\partial_{\xi} \phi+\partial_{\eta} \Psi\right) \tag{54}
\end{align*}
$$

(The coefficients are given in appendix 3, equations (160)-(164).)
The reduction of the system is analogous to the general case, but much simpler. Equation (24) is still valid, with the change of coordinates:

$$
\begin{align*}
& \xi^{\prime}=\xi-v \tau \\
& \eta^{\prime}=\eta \\
& \zeta^{\prime}=\zeta \\
& \tau^{\prime}=\tau . \tag{55}
\end{align*}
$$

Owing to the symmetry of rotation of the system around the $x$-axis, the group velocity is now parallel to the propagation direction, and reads:

$$
\begin{equation*}
v=\frac{2(\alpha+\delta v)^{3 / 2}(\alpha+\delta v+1)^{1 / 2}}{2(\alpha+\delta v)(\alpha+\delta v+1)-\delta v} \tag{56}
\end{equation*}
$$

( $v=\omega / m$ and $\delta= \pm 1$.) Equation (25) becomes

$$
\begin{equation*}
\theta\left(\boldsymbol{\xi}^{\prime}, \tau^{\prime}\right)=\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}+\frac{C}{A} \int_{\tau_{1}}^{\tau^{\prime}} \Phi\left(\boldsymbol{\xi}^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau} \tag{57}
\end{equation*}
$$

The term that depends on $\Psi$ disappears. The equation that describes the evolution of $\Phi=\Phi_{1}$ (analogous to equation (146) in appendix 2 ) is obtained. It reads:

$$
\begin{equation*}
\left(V_{0}^{2} \partial_{\xi}^{2}+\partial_{\eta}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \Phi=P \partial_{\tau}^{2} r^{2} . \tag{58}
\end{equation*}
$$

(The constants are given in appendix 3, equations (165), (166), (170).)
Let us now seek for a particular solution $\Phi^{+}$of equation (58). Owing to the $\tau$ dependency of $r$, we can choose $\Phi^{+}$as a function of $\boldsymbol{\xi}^{\prime}$ only and equation (58) becomes

$$
\begin{equation*}
\left(\left(V_{0}^{2}-v^{2}\right) \partial_{\xi^{\prime}}^{2}+\partial_{\eta^{\prime}}^{2}+\partial_{\zeta^{\prime}}^{2}\right) \Phi^{+}=P v^{2} \partial_{\xi^{\prime}}^{2} r^{2} \tag{59}
\end{equation*}
$$

Equation (59) is either of the form (48) or (49) depending on the sign of the quantity $\left(V_{0}^{2}-v^{2}\right)$.

This condition has a very simple physical interpretation: the rapidly oscillating wave with amplitude $r$ emits slowly varying waves of the mode described by $\Phi$ (which we call the KdV mode). These slowly varying waves propagate at their own velocity $V_{0}$. There are two possibilities then: the amplitude $r$ of the rapidly oscillating wave can propagate either faster or slower than $V_{0}$. If it propagates slower ( $v<V_{0}$ ), then the wave is emitted in all directions: this case is described by a Poisson equation in the frame moving with the fast oscillating wave. If it propagates faster $\left(v>V_{0}\right)$, it outruns the emitted slowly
varying wave, and if the input wave is localized, the emitted wave will concentrate on a cone, like the boom of an airplane with a supersonic speed. This latter case is described by equation (59) when it is a wave equation.

The sign of $\left(V_{0}^{2}-v^{2}\right)$ can be explicitly determined here. For a wave with positive helicity ( $\delta=+1$ with the notation of appendix 3 ), $V_{0}^{2}-v^{2}<0$ and equation (59) is a wave equation, and for a wave with negative helicity $(\delta=-1)$, two behaviours may appear: for $\omega>\omega_{0}$, where $\omega_{0}$ is some threshold frequency, $V_{0}^{2}-v^{2}<0$, and equation (59) is also a wave equation, but for $\omega<\omega_{0}, V_{0}^{2}-v^{2}>0$, and equation (59) is a Poisson equation. An asymptotic value of $\omega_{0}$ can be computed for strong exterior fields ( $\alpha$ tends to $+\infty$ ):

$$
\begin{equation*}
\omega_{0}=m\left(2 \alpha+\frac{1}{2}+\frac{1}{8 \alpha}+O\left(\frac{1}{\alpha^{2}}\right)\right) \tag{60}
\end{equation*}
$$

In both cases $\left(V_{0}^{2}-v^{2}\right)>0$ or $<0$, equation (59) can be solved explicitly by means of quadratures. Let

$$
\begin{equation*}
d=\sqrt{\left|V_{0}^{2}-v^{2}\right|} \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{1}=\frac{\xi}{d} \quad \xi_{1}=\left(\xi_{1}, \eta, \zeta\right) \tag{62}
\end{equation*}
$$

Consider first the case $\left(V_{0}^{2}-v^{2}\right)>0$. Equation (59) writes

$$
\begin{equation*}
\left(\partial_{\xi_{1}}^{2}+\partial_{\eta}^{2}+\partial_{\zeta}^{2}\right) \Phi^{+}=\rho\left(\xi_{1}, \eta, \zeta\right) \tag{63}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho=P v^{2} \partial_{\xi}^{2} r^{2} \tag{64}
\end{equation*}
$$

Solution of equation (63) is well known, it reads

$$
\begin{equation*}
\Phi^{+}\left(\boldsymbol{\xi}_{1}\right)=\iiint_{\mathbb{R}^{3}} \frac{\rho(\boldsymbol{u}) \mathrm{d} \boldsymbol{u}}{\left\|\boldsymbol{\xi}_{\mathbf{1}}-\boldsymbol{u}\right\|} \tag{65}
\end{equation*}
$$

Formulae (64), (65) solve the equation for any source function $r^{2}$. Let us consider the following particular case, for which the expression of $\Phi$ is especially simple, and that has an interesting physical meaning:

$$
\begin{equation*}
r^{2}=a H\left(\xi^{\prime}\right) \delta(\eta) \delta(\zeta) \tag{66}
\end{equation*}
$$

$a$ is a positive constant, $H\left(\xi^{\prime}\right)$ is the Heaviside function $\left(H\left(\xi^{\prime}\right)=0\right.$ if $\xi^{\prime}<0, H\left(\xi^{\prime}\right)=1$ if $\xi^{\prime}>0$ ), and $\delta(\eta), \delta(\zeta)$ are Dirac's $\delta$-distributions relative to the variables $\eta$ and $\zeta$. Expression (66) represents the top front of a long pulse, with a very small transverse extension (or considered from a distance very large in regard to its transverse dimensions).

Then

$$
\begin{equation*}
\Phi^{+}=\frac{a P v^{2} \xi^{\prime}}{\left[\xi^{\prime 2}+d^{2}\left(\eta^{2}+\zeta^{2}\right)\right]^{3 / 2}} \tag{67}
\end{equation*}
$$

$\Phi^{+}$has an expression analogous to the expression of the electrostatic potential created by an electrostatic dipole put at the origin. The unit length in the transverse plane is modified by the coefficient $1 / d . \Phi^{+}$is proportional to the maximal value $a$ of the intensity $r^{2}$ of the rapidly oscillating wave, as expected.

In the case where $\left(V_{0}^{2}-v^{2}\right)<0$, equation (59) can be written as

$$
\begin{equation*}
\left(-\partial_{\xi_{1}}^{2}+\partial_{\eta}^{2}+\partial_{\zeta}^{2}\right) \Phi^{+}=\rho\left(\xi_{1}, \eta, \zeta\right) . \tag{68}
\end{equation*}
$$

This is the wave equation in $2+1$ dimensions. Its properties are rather different from those of the wave equation in $3+1$ or $1+1$ dimensions, thus we find useful to recall its resolution. We define the Fourier transform in the $(\eta, \zeta)$ variables by

$$
\begin{align*}
f\left(\xi_{1}, \eta, \zeta\right) & =\iint \tilde{f}\left(\xi_{1}, l, p\right) \exp (2 \mathrm{i} \pi(l \eta+p \zeta)) \mathrm{d} l \mathrm{~d} p  \tag{69}\\
\tilde{f}\left(\xi_{1}, l, p\right) & =\iint f\left(\xi_{1}, \eta, \zeta\right) \exp (-2 \mathrm{i} \pi(l \eta+p \zeta)) \mathrm{d} \eta \mathrm{~d} \zeta \tag{70}
\end{align*}
$$

Equation (68) gives

$$
\begin{equation*}
\partial_{\xi_{1}}^{2} \tilde{\Phi}^{+}=-4 \pi^{2}\left(l^{2}+p^{2}\right) \tilde{\Phi}-\tilde{\rho} \tag{71}
\end{equation*}
$$

which is easily solved:

$$
\begin{equation*}
\tilde{\Phi}^{+}=\frac{\mathrm{i}}{2 \kappa}\left[\mathrm{e}^{\mathrm{i} \kappa \xi_{1}} \int_{\xi_{1}^{a}}^{\xi_{1}} \mathrm{~d} \hat{\xi}_{1} \mathrm{e}^{-\mathrm{i} \kappa \hat{\xi}_{1}} \tilde{\rho}\left(\hat{\xi}_{1}, l, p\right)-\mathrm{e}^{-\mathrm{i} \kappa \xi_{1}} \int_{\xi_{1}^{b}}^{\xi_{1}} \mathrm{~d} \hat{\xi}_{1} \mathrm{e}^{\mathrm{i} \kappa \hat{\xi}_{1}} \tilde{\rho}\left(\hat{\xi}_{1}, l, p\right)\right] \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=2 \pi \sqrt{l^{2}+p^{2}} \tag{73}
\end{equation*}
$$

and $\xi_{1}^{a}$ and $\xi_{2}^{a}$ are arbitrary real constants. The inverse Fourier transform (70) of $\tilde{\Phi}^{+}$gives $\Phi^{+}$.

We want to give an example of this solution for a particular value of $r^{2}$. But $\Phi^{+}$cannot be computed explicitly for the particular case given by (66). Let us consider

$$
\begin{equation*}
r^{2}=a H\left(\xi^{\prime}\right) \delta(\eta) \tag{74}
\end{equation*}
$$

which corresponds to the top front of a long pulse of a wave that has been emitted through a long and narrow slot. Then

$$
\begin{equation*}
\Phi^{+}=\frac{-a P v^{2}}{2 d^{2}}\left[\delta\left(\eta+\frac{\xi^{\prime}}{d}\right)+\delta\left(\eta-\frac{\xi^{\prime}}{d}\right)\right] . \tag{75}
\end{equation*}
$$

The emitted wave $\Phi^{+}$is concentrated on the two half-planes $\varepsilon= \pm \xi^{\prime} / d$, instead of being finite everywhere and regular, as in the case $V_{0}^{2}>v^{2}$. The slowly varying waves emitted at various instants arrive all at the same time on these half-planes, and thus a very high peak is created. This effect is analogous to the formation of the boom of an airplane flying at a supersonic speed, in the case of sound waves. Although the explicit computation is not possible, we think that, in the case where the top front of the wave is punctual, the emitted wave will concentrate on a cone, as in the case of a supersonic boom.

Let us now have a look to the particular solution obtained when there is no transversal modulation of the incident wave, that is, when $r$ depends only on $\xi^{\prime}$. Then equation (58) has the very simple solution:

$$
\begin{equation*}
\Phi^{+}=\frac{P v^{2}}{V_{0}^{2}-v^{2}} r^{2} \tag{76}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{P v^{2}}{V_{0}^{2}-v^{2}}=-J_{\xi} \tag{77}
\end{equation*}
$$

Thus, using equation (145), we obtain

$$
\begin{equation*}
\Psi_{1}^{+} \equiv 0 \tag{78}
\end{equation*}
$$

If we assume that there is no incident solitary wave, we obtain finally

$$
\boldsymbol{H}_{2}^{0}=-\boldsymbol{M}_{2}^{0}=-J_{\xi} r^{2}\left(\xi^{\prime}\right)\left(\begin{array}{l}
1  \tag{79}\\
0 \\
0
\end{array}\right)
$$

This particular case had to be mentioned owing to its remarkable simplicity.

## 5. Effects on the phase of the rapidly oscillating wave

The solitary waves supported by $\boldsymbol{H}_{2}^{0}=(\Phi, \Psi, \boldsymbol{\Xi})$ react on the phase $\theta$ of the rapidly oscillating wave, through the term $(C / A) \int_{\tau_{1}}^{\tau^{\prime}} \Phi\left(\xi^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau}$ of equation (57) in the longitudinal case, and also through the term $(D / A) \int_{\tau_{2}}^{\tau^{\prime}} \Psi\left(\xi^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau}$ of equation (25) in the general case. $\Phi$ and $\Psi$ can always be written as the sum of two terms

$$
\begin{equation*}
\Phi=\Phi^{0}+\Phi^{+} \quad \Psi=\Psi^{0}+\Psi^{+} \tag{80}
\end{equation*}
$$

where $\Phi^{0}$ and $\Psi^{0}$ are 'free' long solitary waves, and $\Phi^{+}, \Psi^{+}$constant in the frame moving at the group velocity of the rapidly oscillating wave. The phase $\theta$ reads thus:

$$
\begin{align*}
\theta=\left[\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right)\right. & \left.+\frac{C}{A} \Phi^{+}\left(\boldsymbol{\xi}^{\prime}\right)+\frac{D}{A} \Psi^{+}\left(\boldsymbol{\xi}^{\prime}\right)\right] \tau^{\prime}+\frac{C}{A} \int_{\tau_{1}}^{\tau^{\prime}} \Phi^{0}\left(\boldsymbol{\xi}^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau} \\
& +\frac{D}{A} \int_{\tau_{2}}^{\tau^{\prime}} \Psi^{0}\left(\boldsymbol{\xi}^{\prime}, \hat{\tau}\right) \mathrm{d} \hat{\tau}+\theta_{0}\left(\boldsymbol{\xi}^{\prime}\right) \tag{81}
\end{align*}
$$

$\left(\theta_{0}\left(\boldsymbol{\xi}^{\prime}\right)\right.$ is an integration constant). In the absence of incident solitary waves, $\theta$ is thus proportional to the time $\tau^{\prime}$, in the frame that moves at the group velocity. We restrict ourselves now to the longitudinal case, and assume that $\Phi^{0}=0$. Let us first consider the case of a plane wave, that is, the particular case, mentioned at the end of the previous section, where the envelope amplitude $r$ varies only as a function of the single variable $\xi^{\prime}=\xi-v \tau$. Then the phase $\theta$ is easy to compute. Equation (59) has the very simple solution (76). Thus, if no incident solitary wave does exist, the phase $\theta$ is obtained as

$$
\begin{equation*}
\theta=\Lambda_{1} r^{2} \tau^{\prime} \tag{82}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda_{1}=\frac{-2 m v^{3}(1+\alpha+\delta v)}{(\alpha+\delta v)^{4}[2(\alpha+\delta v)(\alpha+\delta v+1)-\delta \nu]} \tag{83}
\end{equation*}
$$

(The notation is that of appendix 3.) In this particular case, the nonlinear effect is simply a phase factor proportional to the time and the intensity of the wave. As already stated, it has already been described in the NLS approximation [3]; the coefficient $\Lambda_{1}$ has the same value as the ratio $D_{0} / A_{0}$ in equation (34).

For an amplitude modulation depending on the transverse coordinates $(\eta, \zeta)$, we have, still in the longitudinal case, and in the absence of incident solitary waves:

$$
\begin{equation*}
\theta=\left[\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right)+\frac{C}{A} \Phi^{+}\left(\boldsymbol{\xi}^{\prime}\right)\right] \tau^{\prime}+\theta_{0}\left(\boldsymbol{\xi}^{\prime}\right) \tag{84}
\end{equation*}
$$

where $\Phi^{+}$is one of the two solutions given by equation (65) or (70), (72). Let us consider the particular examples studied in the previous section. In the case where $V_{0}>v$, we consider the particular amplitude given by equation (66). Then,

$$
\begin{equation*}
\theta=\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}+\Theta_{1} \frac{\xi^{\prime} \tau^{\prime}}{\left[\xi^{\prime 2}+d^{2}\left(\eta^{2}+\zeta^{2}\right)\right]^{3 / 2}}+\theta_{0}\left(\boldsymbol{\xi}^{\prime}\right) \tag{85}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta_{1}=\frac{C a P v^{2}}{A} \tag{86}
\end{equation*}
$$

Recall that $r^{2}\left(\boldsymbol{\xi}^{\prime}\right)$ has here the expression (66), and that

$$
\begin{equation*}
d=\sqrt{\left|V_{0}^{2}-v^{2}\right|} \tag{87}
\end{equation*}
$$

The part of the phase $\theta$ that comes from the interaction is smooth. In the case where the fast oscillating wave travels faster than a solitary wave $\left(V_{0}>v\right)$, we consider the particular amplitude given by equation (74). Then

$$
\begin{equation*}
\theta=\Lambda r^{2}\left(\boldsymbol{\xi}^{\prime}\right) \tau^{\prime}+\Theta_{2}\left[\delta\left(\eta+\frac{\xi^{\prime}}{d}\right)+\delta\left(\eta-\frac{\xi^{\prime}}{d}\right)\right] \tau^{\prime}+\theta_{0}\left(\boldsymbol{\xi}^{\prime}\right) \tag{88}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta_{2}=\frac{-C a P v^{2}}{2 A d^{2}} \tag{89}
\end{equation*}
$$

The term that comes from the interaction is now singular. It behaves as a supersonic boom in the case of sound waves. One can expect that, for more realistic values of the amplitude $r\left(\boldsymbol{\xi}^{\prime}\right)$, this singularity should still exist.

The next question is whether this effect will be observable. The first objection is that outside the support of $r$, which is a straight line in the space (or a plane in the second case), $\theta$ has no meaning, and so does expression (85). But we can easily avoid this drawback, by adding to the quantity $r^{2}$ of equation (66) a term that does not depend on $\xi^{\prime}$, and that does not vanish at the point where we intend to measure the phase $\theta$. This will physically represent a rapid and localized increase of a wave, that is being emitted with a constant amplitude for a long time. Then, because of the operator $\partial_{\xi}^{2}$ in equation (64), and of the linearity of the equations, the expression (85), or (88) of $\theta$ is still valid.

Then, we may have two behaviours for the phase of the wave, depending whether $V_{0}>v$ or $v>V_{0}$. If the wave is polarized with a negative helicity, these two cases are obtained depending on whether $\omega>\omega_{0}$ or not, where $\omega_{0}$ is a known function of $\alpha=\left\|\boldsymbol{H}_{0}^{0}\right\| /\left\|\boldsymbol{M}_{0}^{0}\right\|$, increasing (for large $\alpha$ at least) (see equations (173) and (60)). Thus, increasing the external field for a given frequency, we would observe a transition between a singular low-field regime $\left(\omega_{0}<\omega\right)$, and a smooth high-field regime $\left(\omega_{0}>\omega\right)$. This transition should appear if we are able to measure the difference between the phases of the wave at two different points of the same wave front (defined by the equality of the linear part of the phases). We hope that it will be possible by use of interference techniques.

## 6. Conclusion

In a way analogous to the mathematical theory of nonlinear geometric optics, the propagation of an electromagnetic wave with a high intensity in a ferromagnetic medium is described by a nonlinear transport equation. This happens for an intensity scale much larger than the scale where the formation of NLS solitons occurs, for the same space scale. But it may also happen for an unchanged intensity scale, if the space scale under consideration is much larger. In the simplest case, which is the case of a plane wave propagating along the direction of the exterior field, and modulated only in this direction, it gives rise to a phase modulation proportional to both the time and the square of the amplitude of the wave. This effect has already been described by other models.

More interesting is the fact that the rapidly oscillating wave generates slowly varying waves. These waves belong to already known propagation modes, that can, under certain circumstances, support KdV or mKdV solitons. Two regimes occur, depending on whether the slowly varying waves travel slower or faster than the modulation of the rapidly oscillating wave. An analogue to the boom of a supersonic airplane can thus be created in these propagation modes. Furthermore, the slowly varying waves react on the phase of the fast oscillating wave. This is at the origin of a part of the phase modulation mentioned above. In the general case, the phase of the fast oscillating wave reflects quite precisely the amplitude of the slowly varying waves. In particular, the boom in the slowly varying wave can be observed in the phase modulation of the rapidly oscillating wave.

## Appendix 1. Derivation of the transport equation

In this appendix, we give the details of the order-by-order resolution of the perturbative scheme of section 2. Equations (3), (4) read, after the expansion in a Fourier series:

$$
\begin{align*}
& \left(-n^{2} \omega^{2}-2 \mathrm{i} n \omega \partial_{t}+\partial_{t}^{2}\right)\left(H^{n, x}+M^{n, x}\right)=-\left(\mathrm{i} n k+\partial_{x}\right)\left(\partial_{y} H^{n, y}+\partial_{z} H^{n, z}\right)+\left(\partial_{y}^{2}+\partial_{z}^{2}\right) H^{n, x}  \tag{90}\\
& \left(-n^{2} \omega^{2}-2 \mathrm{i} n \omega \partial_{t}+\partial_{t}^{2}\right)\left(H^{n, y}+M^{n, y}\right)=-\partial_{y}\left(\left(\mathrm{i} n k+\partial_{x}\right) H^{n, x}+\partial_{z} H^{n, z}\right) \\
& \quad+\left(-n^{2} k^{2}+2 \mathrm{i} n k \partial_{x}+\partial_{x}^{2}+\partial_{z}^{2}\right) H^{n, y}  \tag{91}\\
& \left(-n^{2} \omega^{2}-2 \mathrm{i} n \omega \partial_{t}+\partial_{t}^{2}\right)\left(H^{n, z}+M^{n, z}\right)=-\partial_{z}\left(\left(\mathrm{i} n k+\partial_{x}\right) H^{n, x}+\partial_{y} H^{n, y}\right) \\
& \quad+\left(-n^{2} k^{2}+2 \mathrm{i} n k \partial_{x}+\partial_{x}^{2}+\partial_{y}^{2}\right) H^{n, z}  \tag{92}\\
& \left(-\mathrm{i} n \omega+\partial_{t}\right) \boldsymbol{M}^{n}=-\sum_{p+q=n} M^{p} \wedge \boldsymbol{H}^{q} . \tag{93}
\end{align*}
$$

At order $\varepsilon^{0}$, it is found that $\boldsymbol{H}_{0}^{0}$ and $\boldsymbol{M}_{0}^{0}$ must be collinear. We obtain equations (10). Recall that we assume that $\alpha$ and $\boldsymbol{m}$ are constant, and that $\boldsymbol{H}_{0}^{n}=\mathbf{0}$ and $\boldsymbol{M}_{0}^{n}=\mathbf{0}$ for every non-zero $n$.

At order $\varepsilon^{1}$, we find the 'linear' solution (12), (13) with

$$
\begin{align*}
& \boldsymbol{h}_{1}^{1}=\left(\begin{array}{c}
\mathrm{i} \gamma \mu m_{t} \\
-\mathrm{i} \mu m_{x} \\
\gamma \omega
\end{array}\right)  \tag{94}\\
& \boldsymbol{m}_{1}^{1}=\left(\begin{array}{c}
-\mathrm{i} \gamma \mu m_{t} \\
\mathrm{i} \gamma \mu m_{x} \\
-\gamma^{2} \omega
\end{array}\right) . \tag{95}
\end{align*}
$$

( $\gamma$ and $\omega$ are defined by equation (15).)
We impose $\boldsymbol{M}_{1}^{n}=\mathbf{0}, \boldsymbol{H}_{1}^{n}=\mathbf{0}$, if $|n| \neq 1$. In particular, $\boldsymbol{M}_{1}^{0}=\mathbf{0}, \boldsymbol{H}_{1}^{0}=\mathbf{0}$. This term would represent an incident solitary wave with a large space scale, and an amplitude of the same order of magnitude as the rapidly oscillating wave. We assume that there is no such wave; we retain the possibility to investigate the interaction between the rapidly oscillating waves and long solitary waves, but with a much smaller amplitude.

At order $\varepsilon^{2}$, we find that all terms $\boldsymbol{M}_{2}^{n}, \boldsymbol{H}_{2}^{n}$, are zero for $|n| \geqslant 3$, and that $\boldsymbol{M}_{2}^{2}$ and $\boldsymbol{H}_{2}^{2}$ are non-zero and defined in a unique way. They can be computed explicitly, but their expressions are not useful for our purposes. The fundamental harmonic can be expressed in the same way as at order $\varepsilon$ :

$$
\begin{equation*}
\boldsymbol{H}_{2}^{1}=\boldsymbol{h}_{1}^{1} f \quad \boldsymbol{M}_{2}^{1}=\boldsymbol{m}_{1}^{1} f \tag{96}
\end{equation*}
$$

where $f$ is an arbitrary function of $(\boldsymbol{\xi}, \tau)$. Equation (93) gives for $n=0$, at this order:

$$
\begin{equation*}
H_{2}^{0, z}=\alpha M_{2}^{0, z} \tag{97}
\end{equation*}
$$

$$
\begin{equation*}
m_{x}\left(H_{2}^{0, y}-\alpha M_{2}^{0, y}\right)-m_{t}\left(H_{2}^{0, x}-\alpha M_{2}^{0, x}\right)=-2 \gamma(1-\gamma) \mu^{2} m_{x} m_{t}|g|^{2} \tag{98}
\end{equation*}
$$

As stated above, equations (90)-(92) are trivial at order $\varepsilon^{2}$, thus the equations that relate $\boldsymbol{M}_{2}^{0}$ to $\boldsymbol{H}_{2}^{0}$ must be sought at order $\varepsilon^{6}$. These are equations (17).

At order $\varepsilon^{3}$, for $n=1$, equations (90)-(92) give

$$
\boldsymbol{M}_{3}^{1}=\left(\begin{array}{c}
-H_{3}^{1, x}  \tag{99}\\
-\gamma H_{3}^{1, y} \\
-\gamma H_{3}^{1, z}
\end{array}\right)+\boldsymbol{P}
$$

with the vector $\boldsymbol{P}$ given by

$$
\begin{align*}
P^{x} & =\frac{k}{\omega^{2}}\left(\mu m_{x} \partial_{\eta}+\mathrm{i} \gamma \omega \partial_{\zeta}\right) g  \tag{100}\\
P^{y} & =\frac{-\mu}{\omega^{2}}\left[2(1-\gamma) \omega m_{x} \partial_{\tau}+k\left(2 m_{x} \partial_{\xi}+\gamma m_{t} \partial_{\eta}\right)\right] g  \tag{101}\\
P^{z} & =\frac{-\mathrm{i} \gamma}{\omega^{2}}\left[2(1-\gamma) \omega^{2} \partial_{\tau}+k\left(2 \omega \partial_{\xi}-\mathrm{i} \mu m_{t} \partial_{\zeta}\right)\right] g \tag{102}
\end{align*}
$$

Equation (93) gives, at this order,

$$
\begin{equation*}
-\mathrm{i} \omega \boldsymbol{M}_{3}^{1}+\boldsymbol{m} \wedge\left(\boldsymbol{H}_{3}^{1}-\alpha \boldsymbol{M}_{3}^{1}\right)=-\boldsymbol{S} \tag{103}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{S}=\sum_{p+q=1}\left(\boldsymbol{M}_{1}^{p} \wedge \boldsymbol{H}_{2}^{q}+\boldsymbol{M}_{2}^{p} \wedge \boldsymbol{H}_{1}^{q}\right)+\partial_{\tau} \boldsymbol{M}_{1}^{1} \tag{104}
\end{equation*}
$$

After computation,

$$
\begin{equation*}
\boldsymbol{S}=s^{\prime} g+s^{\prime \prime} g|g|^{2}+\boldsymbol{m}_{1}^{1} \partial_{\tau} g \tag{105}
\end{equation*}
$$

with

$$
\begin{align*}
& s^{\prime}=\left(\begin{array}{c}
\gamma \omega\left(M_{2}^{0, y}+\gamma H_{2}^{0, y}\right)+\frac{\mathrm{i} \mu^{2} m_{x}}{\alpha} H_{2}^{0, z} \\
-\gamma \omega\left(M_{2}^{0, x}+\gamma H_{2}^{0, x}\right)+\frac{\mathrm{i} \gamma \mu m_{t}}{\alpha}(1+\alpha) H_{2}^{0, z} \\
-\mathrm{i} \mu m_{x}\left(M_{2}^{0, x}+\gamma H_{2}^{0, x}\right)-\mathrm{i} \gamma \mu m_{t}\left(M_{2}^{0, y}+H_{2}^{0, y}\right)
\end{array}\right)  \tag{106}\\
& s^{\prime \prime}=\frac{-(1-\gamma)^{2} \mu^{2} m_{t}^{2}}{2 \omega^{2}}\left(\begin{array}{c}
0 \\
\gamma \omega \mu m_{x} \\
\mathrm{i}\left(\gamma^{2} \omega^{2}+2 \mu^{2} m_{x}^{2}\right)
\end{array}\right) \tag{107}
\end{align*}
$$

and $\boldsymbol{m}_{1}^{1}$ is given by equation (95). Equation (103) can be written:

$$
\begin{equation*}
L \boldsymbol{H}_{3}^{1}=\mathrm{i} \omega \boldsymbol{P}+\alpha \boldsymbol{m} \wedge \boldsymbol{P}-\boldsymbol{S} \tag{108}
\end{equation*}
$$

with
$L \boldsymbol{H}=-\mathrm{i} \omega\left(\begin{array}{c}-H^{x} \\ -\gamma H^{y} \\ -\gamma H^{z}\end{array}\right)+\boldsymbol{m} \wedge\left(\begin{array}{c}(1+\alpha) H^{x} \\ \mu H^{y} \\ \mu H^{z}\end{array}\right)=\left(\begin{array}{ccc}\mathrm{i} \omega & 0 & \mu m_{t} \\ 0 & \mathrm{i} \gamma \omega & -\mu m_{x} \\ -(1+\alpha) m_{t} & \mu m_{x} & \mathrm{i} \gamma \omega\end{array}\right) \boldsymbol{H}$.

The solvability condition of equation (108) is

$$
\operatorname{det}\left[\left(\begin{array}{c}
\mathrm{i} \gamma \omega  \tag{110}\\
0 \\
-(1+\alpha) m_{t}
\end{array}\right),\left(\begin{array}{c}
0 \\
\mathrm{i} \gamma \omega \\
\mu m_{x}
\end{array}\right), \mathrm{i} \omega \boldsymbol{P}+\alpha \boldsymbol{m} \wedge \boldsymbol{P}-\boldsymbol{S}\right]=0
$$

It is equation (16). The coefficients of this equation are given by the following formulae:

$$
\begin{align*}
& A=\frac{2}{\mu}\left[(1-\gamma) \mu^{2} m_{x}^{2}+[\gamma \mu+(1-\gamma)] \gamma^{2} \omega^{2}\right]  \tag{111}\\
& \mathcal{D}=\frac{2 k}{\omega \mu}\left[\left(\mu^{2} m_{x}^{2}+\gamma^{2} \omega^{2}\right) \partial_{\xi}+\gamma \mu^{2} m_{x} m_{t} \partial_{\eta}\right]  \tag{112}\\
& B_{0}=\frac{-\gamma(1-\gamma)^{2} \mu^{2} m_{t}^{2}}{2 \omega}\left(\gamma^{2} \omega^{2}+3 \mu^{2} m_{x}^{2}\right)  \tag{113}\\
& \begin{aligned}
F\left(\boldsymbol{H}_{2}^{0}, M_{2}^{0}\right) & =-\left\{\gamma^{2} \omega m_{t}\left[(1+\alpha+\mu) M_{2}^{0, y}+(\gamma(1+\alpha)+\mu) H_{2}^{0, y}\right]\right. \\
& \left.+2 \gamma \omega \mu m_{x}\left(M_{2}^{0, x}+\gamma H_{2}^{0, x}\right)\right\} .
\end{aligned}
\end{align*}
$$

We now intend to eliminate the components of $\boldsymbol{M}_{2}^{0}$ from equation (16), in order to describe the corresponding solitary waves conveniently.

First we compute the solution $\boldsymbol{H}_{3}^{1}$ to system (108), and the corresponding magnetization $\boldsymbol{M}_{3}^{1}$. Then we write the solvability condition for equation (93), for $n=0$, at order $\varepsilon^{4}$; it reads

$$
\begin{equation*}
\boldsymbol{m} \wedge\left(\boldsymbol{H}_{4}^{0}-\alpha \boldsymbol{M}_{4}^{0}\right)=-\boldsymbol{Q} \tag{115}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{Q}=\partial_{\tau} \boldsymbol{M}_{2}^{0}+\sum_{p+q=0}\left(\boldsymbol{M}_{1}^{p} \wedge \boldsymbol{H}_{3}^{q}+\boldsymbol{M}_{2}^{p} \wedge \boldsymbol{H}_{2}^{q}+\boldsymbol{M}_{3}^{p} \wedge \boldsymbol{H}_{1}^{q}\right) . \tag{116}
\end{equation*}
$$

The solvability condition is:

$$
\begin{equation*}
m \cdot Q=0 \tag{117}
\end{equation*}
$$

Among various terms, the quantity $\boldsymbol{m} \cdot \boldsymbol{Q}$ contains a term proportional to $H_{2}^{0, z}|g|^{2}$ and the term
$\boldsymbol{m} \cdot \sum_{p+q=0}\left(\boldsymbol{M}_{2}^{p} \wedge \boldsymbol{H}_{2}^{q}\right)=\frac{H_{2}^{0, z}}{\alpha}\left[-m_{x}\left(H_{2}^{0, y}-\alpha M_{2}^{0, y}\right)+m_{t}\left(H_{2}^{0, x}-\alpha M_{2}^{0, x}\right)\right]$.
Using equation (98), this expression reduces to a term proportional to $H_{2}^{0, z}|g|^{2}$ that cancels the previous one.

Then equation (117) reduces to

$$
\begin{align*}
m_{x} \partial_{\tau} M_{2}^{0, x}+ & m_{t} \partial_{\tau} M_{2}^{0, y}=\gamma(1-\gamma)\left[4 \mu m_{x}^{2}+\gamma m_{t}^{2}(2(1+\alpha)-\mu)\right] \partial_{\tau}|g|^{2} \\
& +\frac{2 k \gamma}{\omega}\left[2 \mu m_{x}^{2}+\gamma(1+\alpha) m_{t}^{2}\right] \partial_{\xi}|g|^{2}+2 \gamma^{2} \frac{k \mu}{\omega} m_{x} m_{t} \partial_{\eta}|g|^{2} \tag{119}
\end{align*}
$$

After integration, equations (119) and (98) yield a $2 \times 2$ system for $M_{2}^{0, x}$ and $M_{2}^{0, y}$, that can be solved in terms of $g, H_{2}^{0, x}, H_{2}^{0, y}$.

Using the notation (18) for $H_{2}^{0, s}(s=x, y)$, and the expressions for $M_{2}^{0, s}(s=x, y)$ just computed in equation (114), we compute $F\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right)$ :

$$
\begin{equation*}
F\left(\boldsymbol{H}_{2}^{0}, \boldsymbol{M}_{2}^{0}\right)=C \Phi+D \Psi+F_{0}|g|^{2}+E \int_{-\infty}^{\tau} \mathcal{D}|g|^{2} \tag{120}
\end{equation*}
$$

We have:

$$
\begin{align*}
C & =\frac{-\gamma \omega m_{x}}{\alpha m^{2}}\left(2 \alpha \gamma \mu m_{x}^{2}+\left[2 \mu^{2}-\gamma(1+\alpha+\mu)\right] m_{t}^{2}\right)  \tag{121}\\
D & =\frac{-\gamma \omega m_{t}}{\alpha m^{2}}\left(\alpha \gamma[\gamma(1+\alpha)+\mu] m_{t}^{2}+2 \mu[(1+\alpha) \gamma-1] m_{x}^{2}\right) \tag{122}
\end{align*}
$$

$F_{0}=\frac{-\gamma^{2}(1-\gamma) \omega}{\alpha m^{2}}\left[\gamma(1+\alpha+\mu) m_{t}^{2}\left(\left[4 \alpha \mu+2 \mu^{2}\right] m_{x}^{2}+\alpha \gamma[2(1+\alpha)-\mu] m_{t}^{2}\right)\right.$

$$
\begin{equation*}
\left.+2 \mu m_{x}^{2}\left(4 \alpha \mu m_{x}^{2}+\left[(2(1+\alpha)-\mu) \alpha \gamma-2 \mu^{2}\right] m_{t}^{2}\right)\right] \tag{123}
\end{equation*}
$$

$E=\frac{-\gamma^{2} \omega}{m^{2}}\left[\gamma(1+\alpha+\mu) m_{t}^{2}+2 \mu m_{x}^{2}\right]$
and $\mathcal{D}$ given by (112). We also use the expressions for $M_{2}^{0, x}$ and $M_{2}^{0, y}$ in order to reduce equations (17). Finally the system (19)-(22) is obtained. The constants involved in these equations are as follows: $A$ is given by equation (111), $\mathcal{D}$ by equation (112), $C$ by equation (121), $D$ by equation (122), $E$ by equation (124), and

$$
\begin{equation*}
B=B_{0}+F_{0} \tag{125}
\end{equation*}
$$

$B_{0}$ is given by (113), $F_{0}$ by (123), and

$$
\begin{align*}
& a=\frac{\gamma(1-\gamma) m_{x}}{\alpha m^{2}}\left(4 \alpha \mu m_{x}^{2}+\left[2(1+\alpha) \alpha \gamma-3 \mu^{2}+\mu\right] m_{t}^{2}\right)  \tag{126}\\
& b=\frac{\gamma(1-\gamma) m_{t}}{\alpha m^{2}}\left(\left[4 \alpha \mu+2 \mu^{2}\right] m_{x}^{2}+\alpha \gamma[2(1+\alpha)-\mu] m_{t}^{2}\right) . \tag{127}
\end{align*}
$$

This completes the derivation of the interaction system.

## Appendix 2. Reduction of the interaction system

In this appendix, the interaction system (19)-(22) is reduced to explicit expressions (equations (40), (41), etc) and the evolution equation (46). The function $g$ is decomposed into amplitude and phase as in equation (23). $r$ and $\theta$ are real functions to be determined. Equation (19) reduces to

$$
\begin{align*}
& A \partial_{\tau} r+\mathcal{D} r=0  \tag{128}\\
& A \partial_{\tau} \theta+\mathcal{D} \theta=B r^{2}+C \Phi+D \Psi+E \int_{-\infty}^{\tau} \mathcal{D} r^{2} \tag{129}
\end{align*}
$$

Equation (128) shows that the amplitude $r$ of the wave propagates without deformation; and equation (129) can be integrated to give the expression of the phase $\theta$ of the rapidly oscillating wave: we see that it is affected by the square amplitude $r^{2}$ of the wave itself, but also by interaction with slowly varying solitary waves described by $\Phi$ and $\Psi$. Using the change of variables (26), equation (128) reduces to

$$
\begin{equation*}
\partial_{\tau^{\prime}} r=0 \tag{130}
\end{equation*}
$$

that is equation (24). Using equation (130), equation (129) reduces to

$$
\begin{equation*}
\partial_{\tau^{\prime}} \theta=\Lambda r^{2}+\frac{C}{A} \Phi+\frac{D}{A} \Psi \tag{131}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda=\frac{B}{A}-E \tag{132}
\end{equation*}
$$

Thus we obtain equation (25). Second we have to reduce equations (20)-(22), that give the evolution of $\Phi$ and $\Psi$, in order for the structure of the waves described by $(\Phi, \Psi, \Xi)$ to become noticeable. Using equation (128), they can be written as
$\left(\partial_{\eta}^{2}+\partial_{\zeta}^{2}-\frac{\alpha+\sin ^{2} \varphi}{\alpha} \partial_{\tau}^{2}\right) \Phi=\frac{-\sin \varphi \cos \varphi}{\alpha} \partial_{\tau}^{2} \Psi+\partial_{\xi}\left(\partial_{\eta} \Psi+\partial_{\zeta} \Xi\right)+J_{\xi} \partial_{\tau}^{2} r^{2}$
$\left(\partial_{\xi}^{2}+\partial_{\zeta}^{2}-\frac{\alpha+\cos ^{2} \varphi}{\alpha} \partial_{\tau}^{2}\right) \Psi=\frac{-\sin \varphi \cos \varphi}{\alpha} \partial_{\tau}^{2} \Phi+\partial_{\eta}\left(\partial_{\xi} \Phi+\partial_{\zeta} \Xi\right)+J_{\eta} \partial_{\tau}^{2} r^{2}$
with

$$
\begin{align*}
J_{\xi} & =a-\frac{A \gamma m_{x}}{m^{2}}  \tag{135}\\
J_{\eta} & =b-\frac{A \gamma m_{t}}{m^{2}} . \tag{136}
\end{align*}
$$

The following rotation enables us to reduce the system: the coordinates $(X, Y)$ are defined by

$$
\begin{align*}
\partial_{X} & =\cos \varphi \partial_{\xi}+\sin \varphi \partial_{\eta} \\
\partial_{Y} & =-\sin \varphi \partial_{\xi}+\cos \varphi \partial_{\eta} \tag{137}
\end{align*}
$$

and the fields $\Phi_{1}$ and $\Phi_{2}$ by

$$
\begin{align*}
& \Phi=\cos \varphi \Phi_{1}-\sin \varphi \Phi_{2} \\
& \Psi=\sin \varphi \Phi_{1}+\cos \varphi \Phi_{2} \tag{138}
\end{align*}
$$

In this coordinate frame, the system becomes:

$$
\begin{align*}
& \left(\partial_{Y}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \Phi_{1}=\partial_{X}\left(\partial_{Y} \Phi_{2}+\partial_{\zeta} \boldsymbol{\Xi}\right)+J_{X} \partial_{\tau}^{2} r^{2}  \tag{139}\\
& \left(\partial_{X}^{2}+\partial_{\zeta}^{2}-\frac{\alpha+1}{\alpha} \partial_{\tau}^{2}\right) \Phi_{2}=\partial_{Y}\left(\partial_{X} \Phi_{1}+\partial_{\zeta} \boldsymbol{\Xi}\right)+J_{Y} \partial_{\tau}^{2} r^{2}  \tag{140}\\
& \left(\partial_{X}^{2}+\partial_{Y}^{2}-\frac{\alpha+1}{\alpha} \partial_{\tau}^{2}\right) \Xi=\partial_{\zeta}\left(\partial_{X} \Phi_{1}+\partial_{Y} \Phi_{2}\right) . \tag{141}
\end{align*}
$$

The constants $J_{X}, J_{Y}$ are defined by

$$
\begin{align*}
J_{X} & =\cos \varphi J_{\xi}+\sin \varphi J_{\eta} \\
J_{Y} & =-\sin \varphi J_{\xi}+\cos \varphi J_{\eta} . \tag{142}
\end{align*}
$$

The system (139)-(141) is decoupled by use of the transform (35) in the following way: deriving equation (140) with respect to $\zeta$, and equation (141) with respect to $Y$, and subtracting, we get the evolution equation for $\Psi_{2}$ :

$$
\begin{equation*}
\left(\partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}-\frac{1+\alpha}{\alpha} \partial_{\tau}^{2}\right) \Psi_{2}=J_{Y} \partial_{\zeta} \partial_{\tau}^{2} r^{2} \tag{143}
\end{equation*}
$$

Then, deriving equation (140) with respect to $Y$ and equation (141) with respect to $\zeta$, and adding up, we get

$$
\begin{equation*}
\left(\partial_{X}^{2}-\frac{1+\alpha}{\alpha} \partial_{\tau}^{2}\right) \Psi_{1}=\left(\partial_{Y}^{2}+\partial_{\zeta}^{2}\right) \partial_{X} \Phi_{1}+J_{Y} \partial_{Y} \partial_{\tau}^{2} r^{2} \tag{144}
\end{equation*}
$$

We derive equation (139) with respect to $X$, and then add to equation (144), to obtain, after integration:

$$
\begin{equation*}
\Psi_{1}=\frac{-\alpha}{1+\alpha}\left[\partial_{X} \Phi_{1}+\left(J_{X} \partial_{X}+J_{Y} \partial_{Y}\right) r^{2}\right] . \tag{145}
\end{equation*}
$$

Using this relation in equation (144), we get the evolution equation for $\Phi_{1}$ :
$\left(\frac{\alpha}{1+\alpha} \partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \Phi_{1}=\left(\frac{-\alpha}{1+\alpha} \partial_{X}\left[J_{X} \partial_{X}+J_{Y} \partial_{Y}\right]+J_{X} \partial_{\tau}^{2}\right) r^{2}$.
The system (133), (134), (22), by means of the rotation of the coordinate axes (137), (138), and of the differential transform (35), has been reduced to two differential equations, one for $\Phi_{1}$ only (equation (146)), and one for $\Psi_{2}$ only (equation (143)), and an explicit expression for $\Psi_{1}$ (equation (145)).

These equations are linear in $\Phi_{1}, \Psi_{1}, \Psi_{2}$, thus is it worth considering the homogeneous equations associated with them (obtained by setting $r=0$ in equations (143), (145), (146)). They read:

$$
\begin{align*}
& \left(V_{0}^{2} \partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}-\partial_{\tau}^{2}\right) \Phi_{1}^{0}=0  \tag{147}\\
& \Psi_{1}^{0}=-V_{0}^{2} \partial_{X} \Phi_{1}^{0}  \tag{148}\\
& \left(V_{0}^{2}\left(\partial_{X}^{2}+\partial_{Y}^{2}+\partial_{\zeta}^{2}\right)-\partial_{\tau}^{2}\right) \Psi_{2}^{0}=0 \tag{149}
\end{align*}
$$

We call $\Phi_{1}^{0}, \Psi_{1}^{0}, \Psi_{2}^{0}$ the part functions $\Phi_{1}, \Psi_{1}, \Psi_{2}$ which is the solution of these homogeneous equations, and $V_{0}$ is given by equation (39). Equations (147)-(149) enable us to give expressions for $\boldsymbol{H}_{2}^{0}$ and $\boldsymbol{M}_{2}^{0}$, in the following way: the functions $\chi_{j}, j=1,2$, are defined by

$$
\begin{align*}
& \left(\partial_{Y}^{2}+\partial_{\zeta}^{2}\right) \chi_{1}=\Phi_{1}^{0}  \tag{150}\\
& \left(\partial_{Y}^{2}+\partial_{\zeta}^{2}\right) \chi_{2}=\Psi_{2}^{0} \tag{151}
\end{align*}
$$

and the $\chi_{j}$ vanish at infinity. The evolution equations for $\chi_{1}$ and $\chi_{2}$ are the same as for $\Phi_{1}^{0}$ and $\Psi_{2}^{0}$ (equations (37) and (38)). Then equations (36) can be integrated to give expressions (40) and (41) of $\boldsymbol{H}_{2}^{0}$ and $\boldsymbol{M}_{2}^{0}$ as functions of $\chi_{1}$ and $\chi_{2}$.

Now we seek a particular solution of the complete equations. As written in section 3, we can search a particular solution $\Phi^{+}$of equation (146), function of $\boldsymbol{\xi}^{\prime}$ only. If $\Phi_{1}^{+}$is so, the general solution of equation (146) is

$$
\begin{equation*}
\Phi_{1}\left(\boldsymbol{\xi}^{\prime}, \tau^{\prime}\right)=\Phi_{1}^{+}\left(\xi^{\prime}\right)+\Phi_{1}^{0}\left(\xi^{\prime}, \tau^{\prime}\right) \tag{152}
\end{equation*}
$$

where $\Phi_{1}^{0}$ is a solution of equation (147), that is, an incident solitary wave of the abovementioned type. As $\Phi_{1}^{+}$is a function of $\boldsymbol{\xi}^{\prime}=\left(\xi-v_{\xi} \tau, \eta-v_{\eta} \tau, \zeta\right)$,

$$
\begin{equation*}
\partial_{\tau} \Phi_{1}^{+}=-\left(v_{\xi} \partial_{\xi}+v_{\eta} \partial_{\eta}\right) \Phi_{1}^{+} . \tag{153}
\end{equation*}
$$

In the rotated frame $(X Y \zeta)$, we have:

$$
\begin{equation*}
v_{\xi} \partial_{\xi}+v_{\eta} \partial_{\eta}=v_{X} \partial_{X}+v_{Y} \partial_{Y} \tag{154}
\end{equation*}
$$

with

$$
\begin{align*}
v_{X} & =\cos \varphi v_{\xi}+\sin \varphi v_{\eta} \\
v_{Y} & =-\sin \varphi v_{\xi}+\cos \varphi v_{\eta} \tag{155}
\end{align*}
$$

Computation gives

$$
\begin{align*}
v_{X} & =\frac{v_{\xi} m_{x}}{m(b+1)(1+\alpha)}[1+\alpha+\mu+b \alpha(1-\gamma)]  \tag{156}\\
v_{Y} & =\frac{-v_{\xi} m_{t}}{m(b+1)}[1+b(1-\gamma)] \tag{157}
\end{align*}
$$

Thus equation (146) becomes equation (46) for $\Phi_{1}^{+} . \mathcal{R}$ given by

$$
\begin{equation*}
\mathcal{R}=\left[J_{X}\left(v_{X}^{2}-V_{0}^{2}\right) \partial_{X}^{2}+\left(2 J_{X} v_{X} v_{Y}-J_{Y} V_{0}^{2}\right) \partial_{X} \partial_{Y}+J_{X} v_{Y}^{2} \partial_{Y}^{2}\right] r^{2} \tag{158}
\end{equation*}
$$

## Appendix 3. An explicit computation in the longitudinal case

In this appendix, we study the special case where the exterior field is parallel to the propagation direction. We give some details of the calculus, and the explicit expression of the coefficients. The dispersion relation (14) can be solved, and we obtain

$$
\begin{equation*}
\gamma=\frac{-1}{\alpha+\delta v} \tag{159}
\end{equation*}
$$

with $v=\omega / m$ and $\delta= \pm 1 . \delta=1(-1)$ corresponds to a wave with positive (negative) helicity. Thus the computation can be achieved explicitly. The evolution of the waves is governed by the system (51)-(54), where the coefficients are given by

$$
\begin{align*}
& A=\frac{2 m^{2} \delta v}{(\alpha+\delta v)^{3}}[2(\alpha+\delta v)(\alpha+\delta v+1)-\delta v]  \tag{160}\\
& B=\frac{-8 m^{3} v^{3}(\alpha+\delta v+1)}{(\alpha+\delta v)^{5}}  \tag{161}\\
& C=m E=\frac{-2 m^{2} \delta v^{2}}{(\alpha+\delta v)^{3}}  \tag{162}\\
& K=\frac{4 m^{2} \delta v(\alpha+\delta v+1)^{1 / 2}}{(\alpha+\delta v)^{3 / 2}}  \tag{163}\\
& a=\frac{-4 m \delta v(\alpha+\delta v+1)}{(\alpha+\delta v)^{3}} . \tag{164}
\end{align*}
$$

The reduction of the system is analogous to the general case. We obtain first equations (24) and (57), where the constants $\Lambda$ and $C / A$ are given by

$$
\begin{align*}
\Lambda & =\frac{-2 m v^{3}}{(\alpha+\delta v)^{3}[2(\alpha+\delta v)(\alpha+\delta v+1)-\delta v]}  \tag{165}\\
\frac{C}{A} & =\frac{-v}{2(\alpha+\delta v)(\alpha+\delta v+1)-\delta v} \tag{166}
\end{align*}
$$

Equations (20), (21) may be written in a much simpler way as in the previous section, and the rotation (137) is trivial. The coefficient $J_{Y}=J_{\eta}$ is zero. The transform (35) reads:

$$
\begin{align*}
& \Psi_{1}=\partial_{\eta} \Psi+\partial_{\zeta} \Xi \\
& \Psi_{2}=\partial_{\zeta} \Psi-\partial_{\eta} \Xi . \tag{167}
\end{align*}
$$

Equation (146), which gives $\Psi_{1}$ in terms of $\Phi_{1}=\Phi$, is still valid with

$$
\begin{equation*}
J_{Y}=J_{\eta}=0 \tag{168}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{X}=J_{\xi}=\frac{-2 m v^{2}}{(\alpha+\delta v)^{4}} \tag{169}
\end{equation*}
$$

Equation (143) for $\Psi_{2}$ becomes the equation for a free wave propagation at velocity $V_{0}$. Then we obtain equation (58), with $P$ given by

$$
\begin{equation*}
P=\frac{-m \delta \nu^{3}[4(\alpha+\delta \nu)(\alpha+\delta v+1)(2 \alpha+\delta \nu)-\alpha \delta \nu]}{2(1+\alpha)(\alpha+\delta \nu)^{7}(\alpha+\delta v+1)} \tag{170}
\end{equation*}
$$

A particular solution $\Phi^{+}$of equation (58) verifies equation (59); it depends on the sign of the quantity $\left(V_{0}^{2}-v^{2}\right)$. We have

$$
\begin{equation*}
V_{0}^{2}-v^{2}=\frac{-\delta v N}{Q} \tag{171}
\end{equation*}
$$

with

$$
\begin{equation*}
Q=(1+\alpha)\left[2 w^{2}+w+\alpha\right]^{2} \tag{172}
\end{equation*}
$$

and

$$
\begin{equation*}
N=4 w^{3}+4(1+\alpha) w^{2}+3 \alpha w+\alpha^{2} . \tag{173}
\end{equation*}
$$

We use the parameter $w=\alpha+\delta v$, that takes every real value. Study of the function $N(w)$ shows that, for every $\alpha>0, N$ changes its sign only once, for a negative value $w_{0}=\alpha-v_{0}$. The sign of $\left(V_{0}^{2}-v^{2}\right)$ is deduced from this result; and discussed in section 4 of the paper. The threshold frequency $\omega_{0}$ is defined by

$$
\begin{equation*}
\omega_{0}=m v_{0}=m\left(\alpha-w_{0}\right) \tag{174}
\end{equation*}
$$

where $w_{0}$ is the unique real solution of the equation $N(w)=0$.
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